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Abstract

In this work we examine the user behavior of the National
Center for Atmospheric Research’s (NCAR) archive. In
particular we characterized user sessions and examined
namespace locality of accesses within those sessions. Pre-
liminary results suggest within a single session, repeat file
accesses are uncommon, and that accessed files are local-
ized within a small set of directories. This work provides
a baseline and preliminary results for a more detailed fu-
ture study.

1 Introduction

As the need for archival storage systems grows it becomes
increasingly more important that we examine and under-
stand how existing systems operate and are used under
real-world conditions. Without such research, the systems
we build and the cases we optimize for may well be based
on incorrect assumptions. The focus of this paper is to ex-
amine user access behavior, and the relationship of those
accesses to the file system name space within the National
Center for Atmospheric Research’s (NCAR) large-scale
digital archive.

We began our analysis by artificially breaking user ac-
tions into sessions, or groups of actions bounded by a
time window. Once sessions were established a number
of statistics were collected in such as the number of ac-
tions users would take in a session, the number of actions
taken in a directory, the number of unique files seen in a
session, and the number of unique files seen in per direc-
tory.

Using these data a number of conclusions were drawn
in regards to average user behavior. First, the average user
session consists of one hundred actions or fewer. Second,
the average user only accesses any given file once (on av-
erage) per session. Third, most actions in a session are
spread among a small number of directories. Observa-
tions such as this could have real impact on policy deci-
sions such as physical data layout and placement within

the archive. In addition to providing useful insight to base
policy decisions on this work provides initial results that
lay the ground work for future study and analysis.

The remainder of the paper is structured as follows.
Section 2 provides background. Section 3 describes ex-
perimental setup and results. Section 4 provides a discus-
sion of future work. Section 5 examines related works.
Finally, section 6 concludes.

2 Background

Archival storage is a loaded term in computer science. To
most, the term probably conjures ideas of huge tape si-
los with robotic arms shuffling tapes around, and endless
amounts of never-read old data. In fact, archival storage is
a much broader term applying to more than just tape back-
ups; it is an entire sub field of computer science focused
on the preservation of both bits as well as their semantic
and logical meanings.

While our science is pretty good when it comes to bit
preservation there is still much work to be done if we hope
to store digital objects for any significant period of time.
The unfortunate truth of the matter is that although our
technologies for bit preservation are good, they are fo-
cused on reliability in the now while long term preserva-
tion is often overlooked. The growing amount of digi-
tal data coupled with the fact that we are quickly moving
to all digital forms of production means that the archival
storage is a real problem that must be dealt with sooner
rather than later. This work is a first step in understand-
ing current archive and user behavior that will help shape
future research and work in the field.

The National Center for Atmospheric Research
(NCAR) is a federally funded research and development
center that is focused on the research and education of the
Earth’s atmosphere and related physical, biological, and
social systems. As part of their ongoing research NCAR
runs large scale simulations resulting in large quantities
of output data. Much of this data must be stored for the



long term as it may one day be vital to understanding an
event, or re-processed by new algorithms to validate new
methods.

The data produced by NCAR is stored on their in-house
mass storage system (MSS). This storage system is a tra-
ditional tertiary storage archive consisting of a number of
tape systems as well as a large array of traditional hard
disks. The trace spans a three year period from 2008
through 2010. At the start of the trace the archive con-
sisted of approximately 4 petabytes (PB) of data which
grew to approximately 11.7PB over the three year span.
The corpus is about 80% simulation output, about 15%
is observational data used to seed or validate simulations,
and less than 5% is system backup or scientific database
backup.

3 Analysis Methods and Results

For our analysis we ingested all of the trace data into a
relational database. A relational database was chosen in
the hopes that it would provide an easy way to perform
range queries over timed data. Unfortunately the database
proved to be too slow for the general analysis so instead,
it provided a substrate for selecting particular subsets of
the data for further processing.

After the initial subsets of data were selected further
processing was performed by a number of Python scripts.
Further details and a discussion of results comprise the
remainder of this section.

3.1 Creating User Sessions

Once the data was ingested, a series of queries was run to
break user actions into sessions, or logical groupings of
user actions that are likely to have occurred together. Cre-
ating these sessions was an important first step in under-
standing user behavior as it provides temporal bounds to
groups of user actions, and discretizes periods of activity.
Having these sessions gives us the opportunity to exam-
ine a user’s workflow and based on that make intelligent
policy decisions to improve performance, energy usage,
or reliability.

The general method of constructing sessions was to se-
lect all actions from a particular user and sort them by
the date and time they occured. Once sorted, each action
was placed into a session based on a sliding time window.
For any given action, it’s time was checked to see if it fell
within a time window calculated by taking the previous
action and adding a window length to it. Three window
lengths, five minutes, ten minutes, and fifteen minutes
were chosen for the first analysis of the data. Sessions

consisting of a single action, or singleton sessions, were
filtered out in all of the experiments.

Figure 1: The total number of sessions seen, and total
number of sessions used for stat calculation vs. session
window length.

The results provided by the three window lengths in-
dicate that more analysis with longer window lengths is
necessary. As seen in figure 1 the rate of change of the
total observed sessions decreases drastically with the ten
minute session window and continues to flatten suggest-
ing that a local optima may be nearby. This optima would
be the ideal window length for session creation as it strikes
a balance between including too many actions and too few
actions in a session.

3.2 Actions per Session

An action, in the context of this analysis, is either a read,
a write, or a create performed by a user. Action related
statistics such as actions per session and actions per di-
rectory were captured and used to derive further statistics
such as actions taken per directory per session.

Figure 2 shows the total number of observed actions as
the window length increases. The total number of actions
seen increases with window length rather than remaining
constant. This is a somewhat un-intuitive result at first
glance, but the increase is due to the number of singleton
sessions being included that would have otherwise been
filtered out. Recall, a singleton session is a session con-
sisting of only a single action. This is a promising result
and validates earlier claims that a longer session window
is appropriate, as ultimately we would like to group a pe-
riod of activity followed by single action together.



Figure 2: The total observed actions vs. window length.

Figure 3 shows the mean, standard deviation, and me-
dian number of actions per session vs. window length.
The mean and median number of actions per session
shows that typical user sessions consist of about one hun-
dred or fewer actions, though the distance between the two
lines shows us an almost two order of magnitude differ-
ence. Similarly, the distance between the median and the
standard deviation is quite great showing a large variance
in the number of actions per session. This variance war-
rants a deeper inspection and probably suggests a number
of automated processes such as a web crawler at work. In
future work these large outliers will be filtered out to get
a more accurate mean and median session length.

Figure 3: Mean, median, and standard deviation of actions
per session.

To complement the graph of mean and median actions
per session figure 4 shows an empirical CDF of the num-

ber of actions taken per session. This graph shows that ap-
proximately 99% of all user sessions have less than 1000
actions. Interestingly, the tails of each line extends into
the hundreds of thousands range, validating the need to
perform deeper analysis of user sessions to better under-
stand the heavy action outliers.

Figure 4: Empirical CDF of actions taken per session.

In summary, the analysis of user actions provided us
with a number of useful results. First, we have observed
that the average user session created with a fifteen minute
window consists of about one hundred actions. Second,
we’ve observed that the average user spreads their actions
over a small set of directories. Third, we’ve determine that
further analysis would be prudent to determine whether
the spread of these actions is depth oriented or breadth
oriented.

3.3 Files and Directories

In addition to statistics regarding user actions the number
of observed unique directories and unique files were col-
lected. The major findings in regards to files and directo-
ries are twofold. First, the average user session consists of
actions spread among a small number of directories. Sec-
ond, the average user tends to act on any given file only
once per session.

Figure 6 shows the total number of unique directories
observed during the trace and figure 5 shows the num-
ber of total unique files observed during the trace. These
were collected in a rather naive method where each full
file name (including path) was hashed. This means that if
a file were moved to a new directory it would be counted
as many times as it was observed in a different directory.
In the future we would like to make more accurate counts



by accounting for file moves and migrations. These two
results are included in the interest of completeness and to
bring context to other results that we will discuss shortly.

Figure 5: Total number of unique files seen vs. window
length.

Figure 6: Total number of unique directories seen vs. win-
dow length.

In addition to counting the number of unique directo-
ries and files that were seen, we collected the number of
unique directories touched per session. Figure 7 shows the
mean, median, and standard deviation number of unique
directories touched per session. We can see that the num-
ber of unique directories touched in an average session
tends to be small compared to the total number of actions.
This fact, when coupled with the number of actions per
unique directory (illustrated in figure 8) shows that the
actions taken during a session tend to be spread among a

small number of directories. This result warrants more in
depth study to determine if the spread of actions tends to
be depth first, growing into sub directories of some com-
mon parent, or breadth first.

Figure 7: Mean, median, and standard deviation of unique
directories seen per session vs. window length.

Figure 8 shows the mean, median, and standard devia-
tion number of actions taken per directory. The mean and
median lines show that there is a rather low number of ac-
tions taken per directory when compared to the number of
actions taken per session. This validates our earlier claim
that the actions tend to be spread over a small number of
directories. Much like the number of actions per session
there is a large variance here that warrants further study.
Again, this variance is likely due to some automated ac-
tivity rather than a marathon user session.

Figure 9 shows the mean number of unique files
touched per session graphed next to the mean number of
actions per session. These two lines closely follow the
same trend suggesting that most actions taken tend to be
taken on unique files rather than there being many actions
taken on a single file or set of files.

3.4 Completeness of Results

It should be noted that after performing the analysis it
was discovered that the data set used was not the com-
plete three year trace as was expected. One of the log
files containing the final six months of the log had been
missing from the storage device where the trace was kept.
This missing data fortunately was not lost, but unfortu-
nately there was not enough time to re-run all of the code
to and an analysis on the full dataset before the time of
this writing. We do not expect that the current results are



Figure 8: Mean, median, and standard deviation actions
per directory per session.

Figure 9: Actions per directory per session and unique
files seen per directory per session vs. window length.

in any way invalid, and do not expect the additional data
to significantly change the results. Currently, a re-run of
the analysis is planned with the complete data set and a
more exhaustive set of tests.

4 Future Work

While trace analysis is certainly a straight forward con-
cept, in practice it is difficult. One of these difficul-
ties lies in not really knowing what information is useful
to collect a priori. While there are certainly some data
that seem useful before analysis, the interesting questions
don’t seem to become apparent until after the first pass of
analysis is done. For this reason, we have a number of

additional tests that we would like to perform after having
a cursory understanding of the NCAR system.

The first work that is planned is to re-run the entire ini-
tial analysis on the full data set. We assume that the ad-
dition of the extra data will not change much of the ini-
tial analysis, but we intend to perform it for completeness
sake. We will also improve on our methods for count-
ing items such as unique files and unique directories to
account for file migrations and movement.

The second piece of future work intended is to analyze
how the actions relate to the file system’s namespace. Our
initial work focused simply on looking at the number of
actions taken in a session, and per directory. These num-
bers, while useful, provide us little insight into the way
that the data a user is accessing is grouped. To further our
understanding we will examine whether the actions taken
tend to be focused in directories organized in a depth first
manner or in a breadth first manner.

Lastly we will perform all of the aforementioned tech-
niques in this paper on a filtered set of data that excludes
excessively large sessions. These sessions will be set
aside and examined separately to determine why they are
so large, and why they are so vastly different than the av-
erage.

5 Related Work

Adams et. al. perform a similar style archival workload
study [1]. While similar in nature, the Adams study covers
a larger number of datasets as well as being a more gener-
alized. Like our own study, the Adams study suggests that
most user sessions consist of a relatively small number
of accesses, while a smaller number of outliers perform
vastly more. Our study despite sharing some similarities
focuses only on a single dataset and looks at more specific
user behaviors, and approaches them from the context of
the file system’s namespace.

A study performed by Shohbit Dayal looks at a num-
ber of high performance computer and traditional work-
station file systems [2]. This study focuses primarily on
file statistics such as filesize, file age, and file overheads.
This study did not include a trace analysis and was simply
a static file system snapshot analysis.

In Analysis of Long Term File Reference Patterns for
Application to File Migration Algorithms [7] Smith exam-
ines static filesystem snapshots to better develop file mi-
gration algorithms from workstations to shared file server.
This study, unlike our own, focuses on file system snap-
shots rather than traces, and is concerned with primary
storage rather than archival or tertiary storage.

Miller and Katz [6] perform a similar study of the same



NCAR system, but almost two decades prior. Their study
focused on a wider breadth of analysis and looked at items
such as file and directory sizes, file reference patterns, and
usage patterns over the course of a 24 hour period.

Leung et. al. [4] examine two large-scale file system
workloads by measuring CIFS traffic for two enterprise-
class file servers in the NetApp data center. These studies
examined traces of a three month period, and are notable
as the first major scale analysis of the CIFS protocol. This
study however does not examine the usage of a large scale
archive as ours does, and also covers a wider breadth of
statistics such as looking at specific patterns for reads, or
writes.

Stephen Strange [8] performs a study of file access pat-
terns to assist in designing file migration algorithms for
traditional file systems. Their study differs from ours in a
number of ways. First, they examine traditional file server
workloads rather than HPC archival workloads; second,
they use their results in simulation to validate proposed
file migration algorithms. Our study on the other hand
examines a more recent dataset, is explicitly focused on
user behavior within hthe archival context, and is not con-
cerned with file migration.

Leung et. al. [5] develop a file metadata search system
for large-scale storage systems. In this work they make
use of real file system traces, but do not perform any ex-
plicit analysis of the traces. Instead the traces are used as
workloads to validate their Spyglass system. In contrast,
our study focuses on the analysis of traces and does not
use them to validate any new algorithms or systems.

Ganger et. al. [3] design a system that includes two
new techniques, embedded i-nodes and explicit grouping
to improve the performance of traditional disk based sys-
tems. This work uses collected file system statistics to
motivate and verify their design decisions, but ultimately
is not focused on trace analysis. In contrast our study
is focused on understanding user behavior whereas their
analysis is concerned with properties of files. In addition,
we do not use our analysis to validate any new methods or
algorithms.

6 Conclusion

In conclusion, a study of a three year trace of the NCAR
archival storage system was performed. Our analysis fo-
cused on user behaviors and how they related to the file
system’s namespace. We collected statistics on user ac-
tions per session, and how they were concentrated within
the name space. Our major findings show that the aver-
age user takes 100 or fewer actions per session, but that a
number of outliers perform orders of magnitude more ac-

tions. In addition we found that the average user’s actions
are spread among a small number of unique directories,
and that the majority of actions in a session tend to be on
unique files.

This work provides a basis and motivation for future
work. In our future work we will filter outliers and focus
on the average user session to better understand how user
actions relate to the file system’s namespace. In particu-
lar we will examine whether the user’s actions tend to be
depth oriented versus breadth oriented within the direc-
tory hierarchy.
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