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Abstract

Managing scientific data is a challenging task, and
many of the problems it presents have yet to be ad-
equately solved.

The Real-time Environmental Information Network
and Analysis System (REINAS) is an attempt to de-
velop an operational solution to the problem of col-
lecting and distributing environmental data in a real-
time context, as well as supporting data acquisition,
verification, retrieval, visualization and long-term data
maintenance. The system is built around one or more
databases and has been developed to support both real-
time and retrospective regional scale environmental sci-
ence.

Continuous real-time data is acquired from dispersed
sensors and input to a logically integrated but physi-
cally distributed system. In such a system, the database
can provide a powerful structure to handle data man-
agement, but current database technology has difficulty
meeting the performance requirements that a large real-
time environmental system demands.

This discussion will describe the REINAS architec-
ture in some detail, including challenges that were ad-
dressed in the construction of an operational system,
with real users requiring real-time and retrospective ac-
cess to a variety of structured environmental data, while
supporting continuous real-time collection of data into
the database.

tSupported by the Office of Naval Research under grant
N00014-92-J-1807 and by the National Science Foundation un-
der grant IRI-9423881.

1 Introduction

The Real-Time Environmental Information Network
and Analysis System (REINAS) (described at earlier
stages of development in [9, 10]) supports regional-
scale environmental science, monitoring, and forecast-
ing through a distributed system connected by the In-
ternet. It is being developed by the University of Cali-
fornia at Santa Cruz (UCSC), in conjunction with the
Naval Postgraduate School (NPS), and the Monterey
Bay Aquarium Research Institute (MBARI).

With REINAS, environmental scientists have the
ability to observe, monitor, and analyze regional
oceanographic and meteorological phenomena from
their desk top. It has been designed to provide:

e A set of tools to configure and collect data from
instruments in the field in real time

e An integrated problem solving and visualization
system supporting individual and collaborative re-
search using both historical and modeled data

e A logically consistent distributed database that
stores data independently of file format and which
maintains metadata describing where and how
data was obtained (i.e. the database tracks data
pedigree).

REINAS serves different user groups: operational
forecasters who monitor current conditions, view stan-
dard data products, synthesize new data views, and is-
sue forecasts and warnings; modelers who analyze new
model products and compare them with other mod-
els and with past and present conditions; experimental
scientists who collaborate with other scientists on-line,
observe individual data fields as they are collected, and
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who may modify data collection methods for an on-
going experiment; as well as instrument engineers who
add new equipment to the system, access metadata de-
scribing individual devices and methods of calibration,
study maintenance records, and profile sensor qual-
ity. In addition, the general public (especially the local
community of sailors and wind surfers) form an ever-
growing group that has come to depend on real-time
access to REINAS environmental data via the World
Wide Web [13, 21].

Interactive real-time measurement, real-time mon-
itoring, and retrospective data management using
REINAS provide forecasters and experimental scien-
tists with a framework to plan their experiments, ex-
peditions, and monitoring activities. The special fo-
cus on real-time observation and analysis allows the
oceanographic and meteorological communities to iden-
tify phenomena as they occur and to react to emerging
phenomena and trends by changing the nature and fre-
quency of data collection at sites of interest.

The integrated problem solving and visualization en-
vironment provides scientists and forecasters with pic-
tures of environmental features, trends, and relation-
ships to study dynamic environmental behavior in a
geographic context. Scientists can fuse data collected
in the field with data generated by numerical models
and simulations.

System configuration tools simplify instrument engi-
neering tasks, for instance, supporting easy addition of
new instruments to the system. Instruments are con-
nected to REINAS by both radio and terrestrial links
of various types and data rates.

The data base supports access to data, collected by
different people and institutions at different times, in
a logically consistent manner. The data base separates
users from many of the mechanical tasks of data man-
agement, as it is designed around an architecture inte-
grating real-time data from multiple instrument tech-
nologies, classes (numeric, text, and video), and rep-
resentations. Both scientific data and metadata are
stored using a stable schema which maintains data pedi-
gree. An interactive electronic log book allows experi-
mental scientists to keep notes easily accessible.

2 Related Work

There are several similar systems to REINAS, and we
briefly review some of them. Sequoia 2000 was a large
multi-year development project which focused on global
environmental science [18, 19]. Sequoia 2000 differs sig-
nificantly from REINAS in that while REINAS is driven
by real-time constraints, Sequoia 2000 was primarily de-
signed for retrospective access with little real-time em-

phasis. Like REINAS, Sequoia 2000 was built around a
database [15, 17]. Real-time systems employing less so-
phisticated database technologies have also been devel-
oped [3, 6, 16], as well as others that run at much lower
data rates [5]. One such system, StormCast, collects
and archives environmental data primarily for current
and forecast use, as well as supporting operating system
technologies research [7]. Unlike REINAS, Stormcast
does not address the long-term data management prob-
lem, the issues involved in overlaying different types of
structured scientific data, or the advantages of treating
instruments as active Internet nodes instead of passive
data-streams. The NEONS project [12] did employ a
relational database engine for environmental data, but
unlike REINAS, NEONS did not emphasize real-time
access to instrumentation. Some previous Geographic
Information Systems employ structures similar to that
used by the REINAS database schema [1, 2], while some
recent data visualization work [8] is similar to that de-
veloped within REINAS. REINAS differs from these
previous works in that it stresses very short time-scale
real-time access to environmental data through a robust
and highly structured database system, supporting re-
gional three-dimensional visualization products as well
as custom user-level applications through a generalized
query interface.

3 The System

REINAS is a large, distributed, system, made up of
literally hundreds of components scattered across a ge-
ographic area of several hundred square miles. The
architecture of its various subsystems has evolved over
the life of the project into three major pieces.

3.1 Database Nodes

REINAS includes one or more database systems, into
which real-time environmental data flows from dis-
persed instrument nodes. When data arrives, it is han-
dled by a merge-server, which immediately logs the data
to disk. A separate db-loader reads the log and formally
inserts the data into the database; shared access to the
log i1s coordinated by a robust log-manager. In addi-
tion, the merge-server forwards the most-current sensor
values as they arrive to the real-time cache, which main-
tains the current state of the sensor network outside of
the database. Finally, queries to the system are re-
ceived by the dispatcher, which queries the database or
the real-time cache as appropriate.

The structure in Figure 1 reflects several opera-
tional and technological constraints. For example, at
times, the input data-rate may exceed the ability of the
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database to accept new data; the log provides a reliable
mechanism to buffer the receipt of data from the rest
of REINAS, allowing the system to continue to accept
data, keep track of real-time values, and eventually mi-
grate all data into the database. Similarly, the real-time
cache exists to provide easy access to real-time sensor
values, since snapshot queries for the most-recent data
tend to dominate among the number of different types
of queries received.

3.2 Instrument Nodes

One of the unique aspects of REINAS is the empha-
sis 1t places on real-time data collection, and the fact
that the system was conceived and built to be tightly
integrated with the Internet. As a result, instruments
within REINAS are accessed directly through Internet
nodes, and data i1s forwarded from these remote nodes
to a database node of the form presented in Figure 1.
In practice, this often means deploying a computer near
the remote instrument and networking the computer to
the Internet via wireless or land links, as appropriate.

Raw environmental data typically arrives in com-
puter form through a serial or parallel. This stream
is managed by a single process, the distributor, which
performs all instrument-specific interactions, parses
the stream, and implements instrument access control.
Through a paired UNIX daemon, the distributor allows
multiple client processes to gain shared access to the
stream, and when appropriate, exclusive access. The
daemon provides a separate standard interface to pro-

cesses which perform actions on the instrument data it-
self, such as forwarding the data to a REINAS database
node. Since the instrument is typically at the remote
end of a slow and unreliable network link, a logger logs
the stream to disk and a separate reader transmits each
data record to a merge-server at the database node,
deleting the record from the log only after the merge-
server has acknowledged receipt.

Figure 2 illustrates this software architecture applied
to the case of a generic meteorological station. A single
distributor tuned to a specific flavor of meteorological
instrument, such as those provided by a particular ven-
dor, manges the stream. Multiple instantiations of the
metd daemon interact with the distributor and provide a
generic meteorological station interface. The met-logger
logs the stream, while a localproducts process maintains
a raw local archive. Scientists, system-administrators,
and even specialized applications may also interact with
the stream or instrument in parallel.

3.3 Network

The instrument and database nodes, as well as users
running visualization applications, are connected via
the Internet. In places the network is built over con-
ventional wire links (e.g. Ethernets, T-1 bridges); else-
where, it is implemented using wireless (radio) links
of varying bandwidth. The characteristics and perfor-
mance of the network is a crucial aspect of the system as
a whole, and especially in the case of wireless networks,
tuning and new wireless-aware protocols are necessary
to achieve satisfactory reliability and performance.

4 The Real-Time Problem

The most unique and challenging aspect of REINAS is
its real-time focus, and the fact that the time-scale of
the environmental phenomena being monitored deter-
mines the real-time performance requirements.

4.1 What Does Real-time Mean?

A real-time system means different things at different
levels. The user’s perspective is often determined by the
application interface and the type of feedback provided.
A visualization application that allows the user to ma-
nipulate static data interactively might be considered
real-time by some, even though the data itself may not
change. Other users may define a system to be func-
tioning in real-time only when they can perceive that
the data is being updated frequently. REINAS uses a
best effort network, and is therefore not real-time in a
systems sense.
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Under REINAS, real-time is defined at the level of
the environmental phenomena being observed. For
some sensors attached to surface weather stations (such
as those directly measuring wind gusts), sub-minute
sampling rates are appropriate and real-time in this
context means updated values arriving every 10 sec-
onds. For others sensors, such as air-temperature, 60
second sampling periods are appropriate. Radars mea-
suring slower changing phenomena such as ocean cur-
rents tend to require longer term averaging, and real-
time in this context may infer updates occurring at 30
minute or one hour intervals.

4.2 Real-time Challenges

Typical real-time database systems are oriented toward
applications that heavily favor read operations over
writes. Examples include airline reservation systems,
automatic teller machine interactions, and point-of-sale
credit verification systems.

In REINAS, separate inserts from several hundred
distinct time-series sensors are independently issued ev-
ery few seconds. Other more structured data arrive for
insertion at slightly less frequent intervals (from every
minute to every few hours hours). User-level regional-
visualization applications provide the heaviest demands
for reads, but the maximum level of retrievals is much
smaller than the insertion rate. Note that in a real-
time environmental database system such as REINAS,
updates of existing data are rarely performed. Hence,
system performance is constrained primarily by the ca-
pacity of the database to incorporate a heavy, steady
stream of new data (typically hundreds of inserts every
few seconds).

Because current commercial database products can-
not keep pace with the high rate of inserts that REINAS
must support, inserts migrate through a disk-based log
manager where they are buffered into more efficient
bulk loads. Each log is produced by a merge-server and
consumed by a db-loader. If necessary, multiple logs can
be maintained.

Commercial databases may also have problems keep-
ing pace with the demand for data, especially real-
time data. In fact, real-time access to current data
represents the most popular type of query among the
user community (in terms of the number of separate
queries). To alleviate the demands placed on the
database, a cache of real-time sensor values is main-
tained externally in the real-time cache; the query dis-
patcher retrieves real-time data directly from this cache
instead of the database. Providing seamless access to
all REINAS data regardless of whether it exists in the
database itself or the real-time cache, is among one of

the software engineering challenges facing the project.

5 Scientific Data Models

The REINAS approach to data management is dictated
by the requirements imposed by all phases of environ-
mental science. The fundamental design decision was to
integrate the management of scientific data and meta-
data, rather than treat these data types separately (or
ignore metadata) as is common in other scientific sys-
tems. Hence, REINAS developed an information model
to structure the activities, interactions, and products
relevant to the users and processes performed from ex-
periment planning to data archiving, as well as a struc-
ture for the various types of sensor values. The model
integrates the specification of scientific data such as
measurements, sensor values, and other observations,
with the specification of scientific metadata, including
definitions for the content, representation, structure,
and context of the scientific data.

Scientific data in general, and data streams in
REINAS, can be broadly categorized into one of
two distinct classes: environmental or sensor-produced
data streams, and meta-data or data-about-the-data.
REINAS was designed to handle data of each type, as
well as many relationships between them.

5.1 Environmental Data Streams

In its early stages, REINAS focused upon managing
data from three specific types of instruments: surface
meteorological (MET) stations, Coastal Ocean Dynam-
ics Application Radars (CODARs), and vertical wind-
profilers. These core instruments provided a rich set
of environmental data-streams; MET stations generate
multiple parallel streams of time-series data (scalar and
vector valued), profilers produce vertical arrays of vec-
tor and related scalar data, while CODARs generate
two-dimensional arrays of vectors organized either radi-
ally or, when combined from multiple sites; on a regular
grid bounded by the local coastline.

The simplest type of environmental data 1s a sen-
sor value, which may be comprised of an aggregate of
several scalar values. When sampled temporally, the
resulting time-series data represents the simplest data-
type an environmental database system must be able to
manipulate (Figure 3). REINAS treats time-series data
as a fundamental data-type and handles a variety of dif-
ferent flavors; the most common are meteorological data
from surface weather stations. Most meteorological sen-
sors, such as those measuring air-temperature, humid-
ity, or solar-irradiance, present a time-varying scalar
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Figure 3: Sample Time-series data

quantity. Others, such as a wind-monitor, present a
vector, i.e. (wind-speed, wind-direction).

Doppler radar technology allows wind-monitor-type
data to be indirectly measured in a vertical column of
the atmosphere, at intervals of few hundreds of meters
to heights of several thousand meters. Wind-profilers
thus produce a vertical profile of a tall column of air; an
acoustic doppler current profiler can perform the anal-
ogous measurement using sound for a water column.
Hence, vertical profiles of wind or water currents, pos-
sibly augmented with other indirectly measured vari-
ables, and updated routinely over time, are also a basic
environmental data stream. Such profiles are derived
from radar-return spectra, which may also be included
in the data base.

Another type of radar, the CODAR, indirectly mea-
sures ocean-currents along a collection of radials from
the radar site at fixed range intervals to distances of a
few tens of kilometers. When CODAR radial data from
two or more appropriately positioned CODAR sites are
combined, a field of ocean surface-current vectors can
be generated (Figure 4). Each radial or vector may
also be accompanied with statistical confidence mea-
A set of CODAR vector maps collected over
time can be used to produce an animation illustrating

sures.

ocean surface-current trends.

These three data sources require REINAS to manip-
ulate scalar and vector data in point, linear, gridded,
Many other envi-
ronmental data streams are similar in construction to

and higher-dimensional structures.

one of the core types and can be incorporated fairly
easily. REINAS has already been extended to include
other interesting environmental data-streams, includ-
ing multi-spectral satellite imagery, rawinsondes, and
three-dimensional regional and global model outputs.
In addition, work in progress will extend the system to
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Figure 4: Sample CODAR Vector Data

include video streams from remote camera instruments
(the prototype of which is already a popular feature on
the World Wide Web [14]).

5.2 Schema

In order to implement a data model to support a grow-
ing, and unknown set of future instruments, a schema
was designed that allows new instruments to be added
to the system without requiring the creation of new
tables. Only when data-streams of a type not previ-
ously supported are encountered must the schema be
augmented. The modeling and schema development
process was started with the MBARI Scientific Infor-
mation Model (MSIM). MSIM was developed to estab-
lish a generalized framework for the long term manage-
ment of interdisciplinary ocean science data. MSIM’s
requirements included the need to capture informa-
tion associated with data collection activities and sys-
tems, processing algorithms, collection and processing
of laboratory samples, quality assessments, scientists
and technicians, experiment sites, and sampling proto-
cols. Although MSIM provided a good starting point,
REINAS required a richer description of some metadata
concepts. Specifically, direct connection and control of
instrument systems required a richer description of cur-
rent and historical configuration of platforms and in-
struments. In addition, since instrument systems would
belong to multiple institutions in a regional laboratory
context, REINAS required the ability to store scientific
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observations of the same environmental parameter with
multiple logical and physical representations.

Further, to accomplish full data integration the
REINAS model must support multiple data classes
(numbers, sets of numbers, text, images, video, sound),
structured versus unstructured data, multiple aggrega-
tion schemes for observations (point data, profile data,
two and three-dimensional fields), and multiple sources
(in-situ, remotely sensed, mobile platforms, historical
files and databases).

Given this complex set of requirements, REINAS
made two simplifying assumptions. First, it was as-
sumed that some level of conceptual generalization ap-
plies across all disciplines of the earth sciences, includ-
ing those most relevant to REINAS: meteorology and
oceanography. For example, the concepts of platforms
(e.g. ships, buoys, airplanes, satellites), instruments
(e.g. weather stations, profilers, CODARs), and sensors
(e.g. temperature, humidity, wind) can be described by
a common model of systems with appropriate subtype
specifications. Second, it was assumed that the pri-
mary access would be by type of data or environmental
parameter. The physical layout of the database and
schema provide the fusion of all environmental param-
eters from all instruments. Enough relational links are
provided to track back to the collection instrument, and
the collection circumstances.

From these simplifying assumptions, the REINAS
database is defined from a single, self describing schema
to which load paths from all sources are directed. Stan-
dard templates are used for developing and reusing load
path software from related sources. Since this template
links with the schema capturing this metadata is per-
formed while capturing the primary observation data.
More importantly, all information required for the ac-
cess and assessing of data from multiple sources is avail-
able. The data model provides meaningful selection cri-
teria, supports the translation of logical concepts, sup-
ports the exchange of data stored in differing physical
formats, and supports long term data management.

6 Output Products

The data residing within REINAS can be retrieved and
used in a variety of ways. Although queries for current-
conditions tend to dominate, fairly complex queries are
also possible. For some purposes, a Structured Query
Language (SQL) [4] interface for submitting queries is
sufficient. In general, however, users and user-level ap-
plications require a more abstract interface for request-
ing and receiving data from REINAS.

6.1 Query Types

Regional environmental data may be queried 1n a vari-
ety of ways. The most numerous type of query issued is
the request of current or real-time sensor values. Often
these queries pertain to a specific instrument site and
hence they have been labelled snapshot queries. These
queries return one or more sensor values.

It is also possible to query over a broader set of
environmental data. For example, one can ask for a
plot of the previous hour’s mean ocean surface current
speeds at every CODAR vector grid-point when the air-
temperature at the Monterey Bay Aquarium dropped
below a previously recorded minimum air-temperature
for the region. Such complex queries may involve ma-
nipulating and returning large amounts of scientific
data.

REINAS queries may involve querying non-scientific
data, and the ability to support such queries has been
one of the main goals of the project. Being able to
query for the ten year old calibration of a particular
temperature probe may be essential for a researcher
studying long term trends. Such queries return data
about the collection process itself, which helps in the
assessment of the validity or uncertainty of the data,
and also makes 1t possible to compare data collected
in different times, with different processes, and with
different instruments.

6.2 API

Data residing in a well-designed, well-maintained
database has no value if it cannot be retrieved for use
by user-level or other applications. The scope of useful
applications is too broad to allow a system to include
all of them; useful applications are always being devel-
oped. As a result, users should be able to develop their
own applications through a predefined interface.

Initially, only one such application-programmenr-
wnterface existed within REINAS. A low level REINAS-
API was constructed essentially to provide a generic
framework for issuing SQL-level operations against the
database. It was quickly realized, however, that only a
fairly specialized group of individuals could effectively
use this API; its primary drawback is that the ap-
plication programmer must understand not only SQL
but also the REINAS schema, a requirement that
is unreasonable in an application where the typical
applications-programmer are environmental scientists
with little knowledge of database technology.

Hence, a higher level API that buffers the
applications-programmer from the REINAS schema
and SQL semantics was designed. RSObjects is an
object oriented API implemented within the C pro-
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gramming language that is being developed to pro-
vide such an interface to C and FORTRAN program-
mers [21]. RSObjects was developed following several
other API development efforts with prototype systems.
These APIs were difficult to extend, failed to isolate
client applications from changes within the dispatcher
and database, and were unable to support large ob-
jects (among other failures). In order to mitigate these
problems, RSObjects provides a dialogue model of in-
teraction where the application asks the database what
it may request. In this way the applications maintain
backwards compatibility, while also providing opportu-
nity for querying future instruments and views without
recompilation.

6.3 User Level Applications

To date, REINAS has developed many retrieval ap-
plications: generic monitoring tools using conventional
glyphs and time-series plots, contour, station plots, and
overlaid satellite data, and three-dimensional isosur-
face, streamlines, glyphs, and bump map renderings.

The three-dimensional rendered visualizations have
provided a new insight into various aspects of the en-
vironmental data being archived in REINAS, and have
also been the stimulus for several novel visualization
methods [11, 20]. But, these visualizations are not
used by the majority of REINAS users, as few REINAS
users have direct access to Silicon Graphics or other
accelerated rendering platforms However, many users
can access with acceptable performance the graphics
presented on the World Wide Web (WWW) REINAS
pages. To date, via the WWW, REINAS has developed
a following of thousands of users worldwide, many of
whom have come to depend on the simple time-series
and vector plots that provide real-time regional mete-
orological and oceanographic conditions [13]. Over a
million separate visits have been recorded to the pro-
totype video platform interface [14] which also displays
real-time conditions from a nearby REINAS weather
station. These web pages support many casual users,
but also provide an effective mechanism for data access
for many of the collaborators, scientists, and profes-
sional meteorologists using REINAS.

7  Conclusions

The initial REINAS proposal written in 1991 described
a system architecture based on an assessment of avail-
able computer technology and a forecast of develop-
ments to be expected in the following years. The
proposal included the concept of extending instrument
sites into Internet nodes using a local 80x86 class com-

puter or a “REINAS/PC”, providing local parsing, pro-
cessing, and buffering. Now implemented and revised,
the REINAS/PC concept has been demonstrated to be
a very viable and powerful architecture, providing mod-
ularity, extensibility, and operational flexibility. The
Internet Protocol has already been demonstrated to
be a robust and flexible foundation for building a dis-
tributed regional network using a variety of technolo-
gies (e.g. wireless, serial, Ethernet, ATM), while local
buffering and archiving provide insurance against data
loss, even in the event of extended network (or remote
database) failures. Since this architecture was first de-
veloped, microprocessor and related technology costs
have declined significantly, and the development of an
even cheaper, single-board REINAS/PC with embed-
ded networking options, digital signal processing and
input/output capability, and internal static storage is a
promising avenue for future research.

Two closely related and key decisions in the develop-
ment of REINAS were the use of commercially available
relational-database systems to support data capture,
retrieval and long-term management, as well as the de-
cision to use a single database system to support both
real-time and retrospective uses of the data. Results
from the use and development of REINAS to date sug-
gest that this may have been a correct decision, in that
REINAS has successfully employed a commercial re-
lational database management system. However, some
performance problems remain in acceptably supporting
the growing demand from real-time users.

The real-time cache and db-loader log have overcome
the “real-time problem” of data input, supporting an
insertion rate driven by continuous data feeds from
the instruments, while making current measurements
available in real-time. Query support and the RSOb-
jects API provide structured access to all data in the
database. With the growing use of the REINAS sys-
tem from remote Internet users via the World Wide
Web, most of the queries focus on real-time and re-
cent data. This heavy real-time interest was not an-
ticipated in the original REINAS proposal (which pre-
dicted instead a set of primarily scientific users with
different, longer-term access requirements) and current
research is emphasizing improvements in the real-time
query performance to better support the large number
of ad-hoc users of the system. The challenge here is
to overcome the inherent conflict in providing accept-
able performance to interactive users with a database
schema developed to support scientific users engaged in
retrospective analysis. Additional indexing of the data,
restructuring of some tables, and other database tun-
ing efforts are being investigated to improve interactive
query performance.
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